APPLICATION OF FUZZY METRICS IN CLUSTERING PROBLEMS OF AGRICULTURAL CROP VARIETIES
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ABSTRACT
The problem of image-based detection of the variety of beans, using artificial intelligence, is currently dealt with by scientists of various profiles. The idea of this paper is to show the possibility of applying different types of distances, primarily those that are fuzzy metrics, in clustering models in order to improve existing models and obtain more accurate results. The paper presents the method of variable neighborhood search, which uses both standard and fuzzy t-metrics and dual fuzzy s-metrics characterized by appropriate parameters. By varying those parameters of the fuzzy metric as well as the parameters of the metaheuristic used, we have shown how it is possible to improve the clustering results. The obtained results were compared with existing ones from the literature. The criterion function used in clustering is a fuzzy metric, which is proven in the paper.
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Introduction
When it comes to agricultural products, the dry bean (Phaseolus vulgaris L.) is the most important and the most produced (Fabaceae - Leguminosae) legume worldwide. The United Nations General Assembly declared 2016 the International Year of Brewing with the role “Nutritious grains for a secure future” considering that this group of crops is the
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source protein and high energy food. The most widespread legumes or grain legumes in the world are beans, dry peas and lentils, and in Serbia beans are indisputable (Vasić et al., 2019). The taste of beans and dishes made from them are so popular that many peoples consider them to be its national dish. In terms of its nutrition, it is one of the richest sources vegetable proteins, and often the only one for the poor population of the planet. Except tall their protein content is high and their quality is high, and their composition is also high usability in the human body can be a substitute for meat (Tepić et al., 2007). Starchy food is important, and thus energy food, which is also significant for the poor segment of the population. For a modern, urban man oriented towards life with little physical activity, it is especially important as source of dietary fibers, ballast substances, also necessary in the diet (Costa et al., 2006), as well as antioxidant substances (Karadžić Banjac et al., 2019). In addition to the chemical composition, an important role is played in assessing the quality of bean grains there is also a cooking time. Apart from food, beans are also used for other purposes, such as example for wastewater treatment (Šćiban et al., 2010).

In modern agriculture where special attention is paid to sustainability and economics of leguminous production, and thus beans, occupy an important a valued place primarily because of its ability to interact with bacteria of the Rhizobium sp. they fix nitrogen from the air and thereby increase soil fertility. That’s right additional food is also provided to plants in combined crops with legumes.

Beans can be successfully grown together with other crops, as they tolerate it well shade, and the microclimate that prevails during the gathering is very pleasing to him. Apart from that the advantage is the short growing season of modern varieties, which in our climatic conditions, enables the cultivation of beans as a second crop. But the short growing season of beans, as well as being in the field in the hottest time of the year makes the production of beans very intensive and risky. All agrotechnical measures must be not only adequate but also timely because every day of delay means a lot. This could be mitigated by providing better conditions for the growth and development of bean crops. Adequate nutrition, achieving the optimal composition of plants, irrigation and crop protection should be highlighted here. Unfortunately, protection against predominant diseases and pests in our country is usually insufficient effective, late, inadequate and too late, both due to inadequate choice of variety, establishment and care of crops, i.e. prevention, as well as due to poor information about the occurrence of the disease and pests and how to protect them.

It occupies a special role in the agriculture. It is sensitive to climate change and this can be mitigated by breeding the seed variety. Finding the best seed, not only for this variety, but also for plant varieties with similar problems, is a challenge for agriculture (Wakchaure et al., 2023). The reason lies in the fact that with such varieties, without breeding and finding a new variety that would be more resistant to climate changes, even if all conditions are met, the quality of production cannot be increased. Namely, seeds of lower quality in production will lead to a lower quantity, even if all the conditions for cultivation are provided. Dry beans are native to the Americas, while there is genetic diversity around the world (Koklu et al., 2020).
You can see how the production of beans in the world is moving in Figure 1. The biggest producer is Asia with 43.9%, than America with 31.9%, Africa 21.6%, Europe 2.3% and Oceania 0.3%.

**Figure 1. Production/Yield quantities of Beans, dry in World + (Total) 1994 – 2022**


Analysis and classification (Halder et al., 2023) of dry bean genotypes, which are very common in Turkey and around the world, constitute one of the main processes in crop production. Characteristics of dry beans determined by physical dimensions, such as appearance, size, color, interior and variety increase market value. Identification of bean varieties helps farmers to use seeds for planting and marketing. Manual classification and sorting of bean varieties is a long, inefficient and painstaking job. The problem of detecting the variety of beans based on an image, using artificial intelligence, is one of the current ones that scientists of various profiles deal with. For these reasons, it is good to apply artificial intelligence techniques and use its power, in order not only to facilitate this process and similar ones, but also to speed up development (Shukla et al., 2023). In the last few years, the application of artificial intelligence to various problems in agriculture is current, from image processing problems, up to prediction and optimization.

The idea of this paper is to show through a concrete example the application of mathematical models that can improve and speed up the solution of this problem. The work is divided into several sections. The next section will deal with the description of the distances used in the clustering procedure presented in this paper, as well as their applications not only in genetics and agricultural sciences, but also in other applied sciences where problems of a similar nature have arisen. In the first subsection, the definition of the fuzzy metric and the proven claim that the function that is used as a criterion function and whose arguments of the fuzzy metric are also fuzzy metrics are proven. We will also show how we used the variable environment method applied
to this problem. In the Data Description section, the data that were used, what they represent and how the final conclusions were obtained based on them will be shown. The conclusions will be discussed in more detail in that section.

Materials and methods

Materials

In order to perform the analysis and classification of bean genotypes, we will consider its characteristics determined by physical dimensions (appearance, size, color, interior and variety), which we can examine using appropriate sample images. That’s why the so-called are used in image analysis. shape descriptors (area and perimeter of the shape) of which we use some of them, such as the 16 features listed below.

In this research, Koklu et al., 2020 set up a camera and recorded the types of beans. The camera was connected to a computer and the image was converted into a signal using MATLAB R2016a. In total, 13,611 dry bean samples were obtained from 236 images. A detailed description of each attribute (features vectors) with which the grains are described can be seen at [https://archive.ics.uci.edu/dataset/602/dry+bean+dataset](https://archive.ics.uci.edu/dataset/602/dry+bean+dataset).

The types of beans considered are Seker, Barbunya, Bombay, Cali, Dermosan, Horoz and Sira.

Fuzzy metric

The concept of distance in different sciences and applications can be interpreted in different ways. Mathematically, the distance is a non-negative symmetric function that assigns a non-negative number to each pair of elements (their order is not important) of a set (objects), and assigns 0 to two of the same elements. It can also be interpreted as the similarity or difference of two objects, and often and belonging to a group. We will use this feature of the distance in this paper for the clustering procedure.

The distance defined over a nonempty set $U$ encompasses a wide family of mappings $d$ from $U^2$ to $[0, +\infty)$. Depending on the research needs, $d$ is required to have some important properties. Thus, the distance $d : U^2 \rightarrow [0, \infty)$ that satisfies the conditions:

1) $d(\eta, \zeta) = 0 \iff \eta = \zeta$;
2) $d(\eta, \zeta) = d(\zeta, \eta)$;
3) $d(\eta, \psi) \leq d(\eta, \zeta) + d(\zeta, \psi)$.

is called metric and $(U, d)$ is called metric space (m.s). If $U = \mathbb{R}$ (real set) the usual Euclidean distance $d(u, v) = |u - v|$ is a metric.
It can be noticed that the distance between two objects does not have to be a non-negative real number, but it can be taken to be, for example, a fuzzy set. Such generalization of distances is very useful in applications.

In order to define the notions the fuzzy S-metric and the fuzzy T–metric, the triangular norm (shorter t–norm) and triangular conorm (shorter t–conorm) are used (more details, for example, in book Klir et al., 1995).

The function \( T: [0,1]^2 \rightarrow [0,1] \) (\( S: [0,1]^2 \rightarrow [0,1] \)) is \( t–norm \) (\( t–conorm \)) if it satisfies: associativity, commutativity, monotonicity and 1 (0) is neutral element.

The most widely used t-norms are:
\[
T_m(a,b) = \min\{a,b\} \quad \text{and} \quad T_p(a,b) = ab
\]
and their dual conorms:
\[
S_m(a,b) = \max\{a,b\} \quad \text{and} \quad S_p(a,b) = a + b - ab.
\]

Let \( g:[0,1] \rightarrow [0,1] \) be an increasing continuous mapping such that \( g(0) = 0 \) and \( g(1) = 1 \). We will say \( g \in G \). It is easy to show that with
\[
T_g(u_1, u_2) = u_1 \otimes u_2 = g^{-1}(g(u_1)g(u_2))
\]
a t-norm is defines the so called \textit{pseudo multiplication} generated by \( g \).

We will give the definition of fuzzy metrics and some examples that we use in this paper (more details, for example, in the papers Gregori et al., 2011, Ralević et al., 2019, Ralević et al., 2022.

**Definition 1.** Let \( U \) be a non-empty set, and \( T \) (\( S \)) a continuous \( t \)-norm (\( t \)-conorm). A fuzzy set \( t \) (\( s \)) defined on \( U \times U \times (0,+\infty) \) is called a \textit{fuzzy T–metric} (shortly f.T.m.) \((fuzzy \ S–metric \ (shortly \ f.S.m.)) \) if the following conditions for all \( \eta,\zeta,\psi \in U, \alpha, \beta > 0 \), hold:

1) \( t(\eta, \zeta, \alpha) \in (0,1] \) \( (s(\eta, \zeta, \alpha) \in [0,1]) \);

2) \( t(\eta, \zeta, \alpha) = 1 \Leftrightarrow \eta = \zeta \) \( (s(\eta, \zeta, \alpha) = 0 \Leftrightarrow \eta = \zeta) \);

3) \( t(\eta, \zeta, \alpha) = t(\zeta, \eta, \alpha) \) \( (s(\eta, \zeta, \alpha) = s(\zeta, \eta, \alpha)) \);

4) \( T(t(\eta, \zeta, \alpha), t(\zeta, \psi, \beta)) \leq t(\eta, \psi, \alpha + \beta) \)
\[
(S(s(\eta, \zeta, \alpha), s(\zeta, \psi, \beta)) \geq s(\eta, \psi, \alpha + \beta))
\]

5) \( t(\eta, \zeta, _) : (0, +\infty) \rightarrow [0,1] \) \( (s(\eta, \zeta, _) : (0, +\infty) \rightarrow [0,1]) \) is a continuous function.
Example 1. The mapping $t_p : U \times U \times (0, +\infty) \to (0, 1]$, $U \subseteq R_0^+$, defined by

$$t_p(\eta, \xi) = \left( \frac{\eta^p + \xi^p}{2} \right)^{1/p} + L,$$

$L > 0, p \geq 1$ is a f.T.m. with respect to $T_p$ (see Milosavljević et al., 2023) and its dual (with respect to standard fuzzy complement)

$$s_p(\eta, \xi) = 1 - t_p(\eta, \xi) = \frac{\max \{\eta, \xi\} - \left( \frac{\eta^p + \xi^p}{2} \right)^{1/p}}{\max \{\eta, \xi\} + L}$$

is a f.S.m. with respect to $S_p$.

Specially, $t_1(\eta, \xi) = \frac{\eta + \xi + L}{2 \max \{\eta, \xi\} + L}$, $s_1(\eta, \xi) = 1 - t_1(\eta, \xi) = \frac{|\eta - \xi|}{2 \max \{\eta, \xi\} + L}$

Example 2. The mapping $\Delta : U \times U \times (0, +\infty) \to (0, 1]$, $U \subseteq R_0^+$, defined by

$$\Delta(\eta, \xi) = \frac{\min \{\eta, \xi\} + L}{\max \{\eta, \xi\} + L},$$

$L > 0$, is a f.T.m. with respect to $T_p$ and its dual (with respect to standard fuzzy complement)

$$\Sigma(\eta, \xi) = 1 - \Delta(\eta, \xi) = \frac{|\eta - \xi|}{\max \{\eta, \xi\} + L}$$

is a f.S.m. with respect to $S_p$.

Example 3. If $(U, d)$ is a m.s., then the mapping $\tau_{h(t)} : U^2 \times R^+ \to R$ defined by

$$\tau_{h(t)}(\eta, \xi, t) = \frac{h(t)}{h(t) + d(\eta, \xi)}$$

is a f.T.m. with respect to the $T_p$ and its dual (with respect to the standard fuzzy complement) is a f.S.m. with respect to $S_p$. 
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The results for the special case, when function \( h(t) = L, L = \text{const} \) and \( d(\eta, \zeta) = |\eta - \zeta| \), are shown in Table 2.

**Theorem 1.** Let \( g \in G \) and \( g_j \in G, j \in J = \{1, ..., n\} \). If \( d_j : U_j \times U_j \rightarrow (0,1) \), \( j \in J \) are f.T.m.s with respect to \( T_j \), \( j \in J \) generated by \( g_j \in G \), respectively, then the mapping \( d : U^2 \rightarrow [0,1], U = U_1 \times \ldots \times U_n \) given by

\[
d(\eta, \zeta, \alpha) = g^{-1}(g_1(d_1(\eta_1, \zeta_1, \alpha)) \cdot g_2(d_2(\eta_2, \zeta_2, \alpha)) \cdot \ldots \cdot g_n(d_n(\eta_n, \zeta_n, \alpha))),
\]

\( \eta = (\eta_1, ..., \eta_n) \), \( \zeta = (\zeta_1, ..., \zeta_n) \) is a f.T.m. with respect to triangular norm \( T \) generated by \( g \in G \).

**Proof.**

1. \( d_j(\eta_j, \zeta_j, \alpha) \in (0,1), j \in J \Rightarrow g_j(d_j(\eta_j, \zeta_j, \alpha)) \in (0,1), j \in J \Rightarrow g_1(d_1(\eta_1, \zeta_1, \alpha)) \cdot g_2(d_2(\eta_2, \zeta_2, \alpha)) \cdot \ldots \cdot g_n(d_n(\eta_n, \zeta_n, \alpha)) \in (0,1) \Rightarrow d(\eta, \zeta, \alpha) \in (0,1) \)

2. \( \eta = \zeta \Leftrightarrow \eta_j = \zeta_j, j \in J \Leftrightarrow d_j(\eta_j, \zeta_j) = 1, j \in J \Rightarrow d(\eta, \zeta, \alpha) = g^{-1}(g_1(1) \cdot g_2(1) \cdot \ldots \cdot g_n(1)) = g^{-1}(1 \cdot \ldots \cdot 1) = 1. \)

How \( g \in G \) an \( d g^{-1}(a) = 1 \Leftrightarrow a = 1 \), then

\( a_1, ..., a_n \in [0,1], a_1 \cdot \ldots \cdot a_n = 1 \Leftrightarrow a_1 = 1 \wedge \ldots \wedge a_n = 1, \) and then

\[
d(\eta, \zeta, \alpha) = g^{-1}(g_1(d_1(\eta_1, \zeta_1, \alpha)) \cdot g_2(d_2(\eta_2, \zeta_2, \alpha)) \cdot \ldots \cdot g_n(d_n(\eta_n, \zeta_n, \alpha))) = 1
\]

\( \Leftrightarrow g_1(d_1(\eta_1, \zeta_1, \alpha)) = g_2(d_2(\eta_2, \zeta_2, \alpha)) = \ldots = g_n(d_n(\eta_n, \zeta_n, \alpha)) = 1
\]

\( \Leftrightarrow d_1(\eta_1, \zeta_1, \alpha) = d_2(\eta_2, \zeta_2, \alpha) = \ldots = d_n(\eta_n, \zeta_n, \alpha) = 1
\]

\( \Leftrightarrow \eta_j = \zeta_j, j \in J \Leftrightarrow \eta = \zeta. \)

3. \( d(\eta, \zeta, \alpha) = g^{-1}(g_1(d_1(\eta_1, \zeta_1, \alpha)) \cdot g_2(d_2(\eta_2, \zeta_2, \alpha)) \cdot \ldots \cdot g_n(d_n(\eta_n, \zeta_n, \alpha))) \)

\( = g^{-1}(g_1(d_1(\zeta_1, \eta_1, \alpha)) \cdot g_2(d_2(\zeta_2, \eta_2, \alpha)) \cdot \ldots \cdot g_n(d_n(\zeta_n, \eta_n, \alpha))) = d(\zeta, \eta, \alpha) \)
4. From the fourth axiom for \( d_j, j \in J \)

\[
d(\eta, \varsigma, \alpha + \beta) = \\
g^{-1} \left( g_1(d_1(\eta_1, \varsigma_1, \alpha + \beta)) \cdot g_2(d_2(\eta_2, \varsigma_2, \alpha + \beta)) \cdots g_n(d_n(\eta_n, \varsigma_n, \alpha + \beta)) \right) \\
\geq g^{-1} \left( g_1(T_n(d_1(\eta_1, \psi_1, \alpha), d_1(\psi_1, \varsigma_1, \beta))) \cdots g_n(T_n(d_1(\eta_n, \psi_n, \alpha), d_n(\psi_n, \varsigma_n, \beta))) \right) \\
= g^{-1} \left( g_1(d_1(\eta_1, \psi_1, \alpha)) \cdot g_1(d_1(\psi_1, \varsigma_1, \beta)) \cdots g_n(d_n(\eta_n, \psi_n, \alpha)) \cdot g_n(d_n(\psi_n, \varsigma_n, \beta)) \right) \\
= g^{-1} \left( g \circ g^{-1} \left( g_1(d_1(\eta_1, \psi_1, \alpha)) \cdots g_n(d_n(\eta_n, \psi_n, \alpha)) \right) \right) \\
\cdot g \circ g^{-1} \left( g_1(d_1(\psi_1, \varsigma_1, \beta)) \cdots g_n(d_n(\psi_n, \varsigma_n, \beta)) \right) \\
= g^{-1} \left( g(d(\eta, \psi, \alpha)) \cdot g(d(\psi, \varsigma, \beta)) \right) \\
= d(\eta, \varsigma, \alpha) \otimes d(\psi, \varsigma, \beta).
\]

5) From continuity of metrics \( d_j, j \in J \) and map \( g \), follows continuity of

\[
d(\eta, \varsigma, \_): (0, +\infty) \rightarrow [0,1].
\]

Note that we will use the distance determined in this way as a measure of the object’s belonging to a cluster.

**Variable neighborhood search**

The variable neighborhood search (VNS) is a metaheuristic that was mathematically founded by Mladenović et al., 1997. It is based on a single solution and a search of its environments. The systematic use of multiple environments increases the efficiency of the search. VNS (Hansen et al., 2001.) relies on three simple facts:

1) The local optimum in relation to one environment does not have to be the optimum in relation to another

2) The global optimum is local in relation to each environment

3) For most problems, the local optimums in relation to various environments are relatively close.

In this work, we applied this method in order to better cluster dry bean varieties. You can see the description of the algorithm in Figure 2.
Figure 2. Description of the step-by-step algorithm applied for clustering.

Source: Authors’ figure

Results

We downloaded the data used in this work from the website https://archive.ics.uci.edu/dataset/602/dry+bean+dataset (Dry Bean Dataset. (2020). UCI Machine Learning Repository. https://doi.org/10.24432/C50S4B.). This database contains 7 different types of dry beans, where characteristics such as shape, type and structure are taken into account according to the market situation. For the classification model, 13,611 grains were used, 7 different registered dry grains (Figure 3.) were recorded with high-resolution cameras (more details in the paper Koklu et al., 2020. Images subjected to this kind of computer processing and segmentation, from which 16 characteristics were obtained for each grain, were used in the analysis of our proposed model.

Figure 3. Sample of taken dry bean images.

Source: Koklu et al., 2020
If we look at the descriptive statistics of the characteristic vectors of the beans (Table 1.) we can notice large changes in mean values, median, standard deviation and variance. These were some of the reasons why we do not use some of those values for centroids in our algorithm. Candidates for centroids in our algorithm are values from the database.

Table 1. Descriptive statistics feature vectors

<table>
<thead>
<tr>
<th>Feature vectors</th>
<th>Mean</th>
<th>Median</th>
<th>Std. Deviation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53048.28</td>
<td>44652</td>
<td>29324.1</td>
<td>8.6E+08</td>
</tr>
<tr>
<td>2</td>
<td>855.2835</td>
<td>794.941</td>
<td>214.2897</td>
<td>45920.07</td>
</tr>
<tr>
<td>3</td>
<td>320.1419</td>
<td>296.8834</td>
<td>85.69419</td>
<td>7343.494</td>
</tr>
<tr>
<td>4</td>
<td>202.2707</td>
<td>192.4317</td>
<td>44.97009</td>
<td>2022.309</td>
</tr>
<tr>
<td>5</td>
<td>1.5832</td>
<td>1.5511</td>
<td>0.24668</td>
<td>0.061</td>
</tr>
<tr>
<td>6</td>
<td>0.7509</td>
<td>0.7644</td>
<td>0.092</td>
<td>0.008</td>
</tr>
<tr>
<td>7</td>
<td>53768.2</td>
<td>45178</td>
<td>29774.92</td>
<td>8.87E+08</td>
</tr>
<tr>
<td>8</td>
<td>253.0642</td>
<td>238.438</td>
<td>59.17712</td>
<td>3501.932</td>
</tr>
<tr>
<td>9</td>
<td>0.7497</td>
<td>0.7599</td>
<td>0.04909</td>
<td>0.002</td>
</tr>
<tr>
<td>10</td>
<td>0.9871</td>
<td>0.9883</td>
<td>0.00466</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0.8733</td>
<td>0.8832</td>
<td>0.05952</td>
<td>0.004</td>
</tr>
<tr>
<td>12</td>
<td>0.7999</td>
<td>0.8013</td>
<td>0.06171</td>
<td>0.004</td>
</tr>
<tr>
<td>13</td>
<td>0.0066</td>
<td>0.0066</td>
<td>0.00113</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0.0017</td>
<td>0.0017</td>
<td>0.0006</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0.6436</td>
<td>0.642</td>
<td>0.099</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>0.9951</td>
<td>0.9964</td>
<td>0.00437</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations

The results we obtained compared with the results obtained in the work of Koklu et al., 2020 are shown in Table 2. The input data is the feature vector data of the publicly available database that we used. By metrics and their selection (Figure 2.), we mean the metrics presented in the methodology of this work. The output of the algorithm is the percentage of successful clustering of bean varieties. Since we obtained a unique best performance for changing the parameters of various phase metrics, we put it in Table 2. in bold. You can see how the performance values moved by varying certain parameters. We varied the parameter p, while the parameter K was 1.

Table 2. Results classification.

<table>
<thead>
<tr>
<th>Name of methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP (Koklu et al., 2020,)</td>
<td>91.73</td>
</tr>
<tr>
<td>SVM (Koklu et al., 2020,)</td>
<td>93.13</td>
</tr>
<tr>
<td>DT (Koklu et al., 2020,)</td>
<td>87.92</td>
</tr>
<tr>
<td>kNN (Koklu et al., 2020,)</td>
<td>92.52</td>
</tr>
<tr>
<td>VNS metric Δ</td>
<td>96.01</td>
</tr>
<tr>
<td>Name of methods</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>VNS metric $s_1$</td>
<td>95.71</td>
</tr>
<tr>
<td>VNS metric $s_2$</td>
<td>94.22</td>
</tr>
<tr>
<td>VNS metric $s_3$</td>
<td>96.12</td>
</tr>
<tr>
<td>VNS metric $t_1$</td>
<td>95.71</td>
</tr>
<tr>
<td>VNS metric $t_2$</td>
<td>94.22</td>
</tr>
<tr>
<td>VNS metric $t_3$</td>
<td>96.12</td>
</tr>
<tr>
<td>VNS euclidean distance</td>
<td>96.01</td>
</tr>
<tr>
<td>VNS special case metric $\tau$</td>
<td>95.02</td>
</tr>
<tr>
<td>VNS special case metric $\sigma$</td>
<td>95.02</td>
</tr>
</tbody>
</table>

Source: Autor’s and Koklu et al., 2020, calculations.

**Discussions**

In this paper, we have shown on one example, by changing only some values of the distance parameters, how the success of the clustering algorithm can be improved by using different distances. In comparison with the results obtained by Koklu et al., 2020 the success of some other clustering techniques and our VNS proposed model, we see that the success rates are also different. Our proposed model further performs better in all applications. Details of the results can be seen in Table 2. The application of each of the proposed metrics performed better than the performance of the model in Koklu et al., 2020. One can also see how the performance results change when the metrics and their parameters are changed. The best score is marked in bold in Table 2. Success in this case means how many bean varieties are distributed in those cluster groups to which it really belongs in reality. The percentage of that success is shown in the Table 2.

The proposed model has a wide application in agricultural problems. In addition to this problem, clustering methods can also solve the problems of detecting diseases that attack vegetables and fruits. Also, by analyzing the image in similar ways, we can detect the stages of fruit development. These are just some of the problems.

**Conclusions**

The proposed model showed better performance compared to others in Koklu et al., 2020. The entire work, which relies on the results presented in the work of other scientists, opens up possibilities for further research, and some of them are the possibilities of image processing in different ways, the possibility of improving and combining existing methods, as well as finding adequate distances that would lead to a more accurate model.

Khan et al. 2023 did similar research. They proposed other classifiers. They proposed an algorithm that reduces oversampling deviations and found better classifiers in that sense. Our results perform with higher accuracy. Dogan et al. 2023 in his study presents different proposals for finding classifiers. With him, the number of them has been
reduced to 14. He combines various methods to achieve better precision. Taspinar et. al. 2022. in his work, he studies the classification of beans using deep learning techniques.

Diseases are an inevitable part of this topic. They limit the maximum yields. Little work is done in this field, especially to determine the degree of crop damage. The modeling that I deal with in this paper can be applied to these problems as well. Image processing is applicable to any type of images with minor modifications and refinements of the algorithm. Problems similar to this one were investigated by Hashemi-Beni et al. 2020. In their work, they propose a model that uses deep learning methods in precise agriculture. It especially deals with the problem of weeds and crop damage. He included a large number of paintings in his studio. Similar to these studies can be seen in Kumar et al. 2023. This paper deals with the sampling of vegetable leaves. Image processing uses different machine learning processes, using different classifiers.

Our future research will expand in these directions.
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